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Abstract:  

 

In this paper, we recognize Indian Sign Language using gyroscope and accelerometer. The gestures 

are collected using gyroscope and accelerometer, which is fitted on both the arms of the signer. 

Gyroscope captures the arm and hand rotation gestures accurately and the accelerometer measures 

gestures related to vibrations. The obtained gestures are evaluated based on amplitude levels as 

approved gestures and unapproved gestures.The gesture with high accuracy is extracted from the 

approved gestures by means of feature extraction technique, where we fix the scale using prior initial 

values. Min-max scaling method is used in the extraction technique. A particular feature is selected 

and the selected feature from the dataset is subjected to improved K – means algorithm where clusters 

are formed. Based on this cluster a classifier is implemented which uses the distance probability 

technique and thereby the accuracy of the selected feature is found. The algorithm based on inertial 

sensors produces an accuracy of 96.55% for alphabets and 76.8% for sub words the static gestures are 

recognized effectively by the hand orientation and improved k-means classifier than the continuous 

gestures 
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1. INTRODUCTION 

Communication is an important tool among humans. Early man used sign language when there was 

no appropriate language among them. Now, Sign language is most useful 

among differently abled people. It removes barriers faced by the deaf and dumb people in the society. 

Sign language enable the physically challenged to express their views with the normal people who 

cannot understand their gesture actions. To remove the barriers between the normal people and the 

differently abled people sign language recognition techniques are used. Sign language helps 

differently abled people to be comfortable in places like banks, booking counters, shops etc.; 

by communicating with the normal people [1] .Sign, language recognition (SLR) is a tool that 

converts language in to text or voice. By doing this conversion the problem, arising between deaf and 

dumb people and normal people is avoided. Capturing the gestures is the main aim in Sign language 

recognition. Two major techniques used to capture the sign languages are Glove based and Vision 

based Sign Language Recognition (SLR) techniques. 

In Glove based technique, flex sensors will detect the gestures. Due to the expensive nature of glove 

devices, glove based techniques are not considered for usage. In Vision based technique, 

a Kinect camera and Image Processing concept will detect gestures. The mounted cameras suffers 

from a restricted range of visión moreover the required infrastructure availability in all the desired 

locations is less and it is too expensive to carry out [2].  

 

Recognition of different alphabets of ISL in video sequences comprises of three stages, pre-

processing, extraction and classification. Features includes good accuracy, bare hands usage, 

recognizes single and both hands but background illumination is one of the major drawback of this 
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system [3].StrinGlove obtains full degrees of freedom of human hand using 24 induct coders and 9 

contact sensor and encodes hand posture in to posture codes on its own DSP [4].The major drawback 

of this system is discomfort for the user. Built in Resistance sensor and ADXL335621X accelerometer 

in the hand gloves, uses  

 

microcontroller to recognize the gestures and the android device converts the recognized gestures in 

to voice and text .The major drawback is correlation of sensors and design complexity[5].  

 

Tracking the glove with a printed custom model also recognizes the gestures using a single camera. 

This design eliminates pose estimation problem but calculates only limited number of gestures 

[6].With the help of canny algorithm the numeral value of opened fingers  in a gesture is identified. 

But representing a gesture with closed finger is not accurate using this method. [7].A robust part-

based  hand gesture recognition using kinect sensors demonstrates the usage of human hand as a 

natural and an intuitive way to interact with the machines and it is also robust to distortion but its 

accuracy is not satisfied during the usage of similar orientation for certain gestures [8]. 

 

Because of reduced cost, low power consumption and an ever-present sensing ability wearable 

sensor based gesture recognition captures researchers consideration [9], [10]. Accelerometer captures 

acceleration and gyroscope measures angular velocities. These IMU sensors worn in the hands are 

excellent in measuring hand orientation. The fusion of accelerometer and gyroscope will enhance the 

recognition performance of an SLR system [2.] 

 

This paper explores the recognition of Indian sign language using inertial sensors namely 

accelerometer and gyroscope. Although such a system has been studied for Chinese sign language 

[11], to the best of the authors’ knowledge this is the first time such a system is studied for Indian sign 

language.In our work Feature extraction technique using accelerometer and gyroscope is proposed. 

Improved k-means algorithm is evaluated for intra subject testing and the accuracy. 

 

2. PROPOSED METHODOLOGY 

Indian sign language recognition technique carried out in this work is shown in Figure.1. Three axis 

accelerometer captures the gesture data based on hand vibration and a three axis gyroscope captures 

the data based on hand rotation. We use these inertial sensors as the input device on both hands to 

capture the gestures. Each sensor will give three values, totally 12 measurable values are obtained. 

The sensors generate analog signals and these signals are sent to the hardware module. In the 

hardware module digital form of the signal is constructed.   

 

 

Figure.1.Block diagram 
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The obtained data in terms of amplitude is sent through the hyper terminal to the data collection unit. 

The collected data contains all different form of information due to the hand movement. From the 

collected data set the approved data is chosen. The approved data is selected with the aid of feature 

extraction technique. The average value of the approved gestures gives the hand orientation of the 

static and dynamic gestures. Then the hand oriented data sets are subjected to improved K-means 

algorithm in the classifier to get high accuracy.  The hardware implementation model is detailed in 

figure 2. 

 

 

Figure.2.Hardware module 

 

 

 

3. EXPERIMENTAL SETUP 

 

3.1 Sensor Placement 

The Indian sign language may require the use of either one hand or both hands. In our paper, we 

experiment with both hand movements. If the system is deployed on two hands, it will increase the 

recognition accuracy. Here we use a pair of sensors namely accelerometer and gyroscope. 

Gyroscope sensor is placed in the forearm and the accelerometer sensor is placed above the wrist. 

3.2 Data Collection 

 

Indian sign language contains alphabets, words, sub-words, and sentences. ISL is classified in terms 

of static and dynamic. Static gesture is a fixed gesture where the dynamic gesture is a movable 

gesture. Both static and dynamic is considered in this work that includes 26 alphabets and 2 sub 

words. The gesture action is performed by 8 subjects for the first 6 alphabets (A to F). Each subject 

has different muscle strength and hand shape. Individually the subject performs the gesture action 3 

times repeatedly. All these subjects are first-time learners and do not know ISL before. The gesture 

action performed by 8 subjects thrice for first 6 alphabets produces 96 instances. The remaining 

alphabets (G to Z), gesture action is done by 3 subjects and again each subject performs the gesture 

3 times repeatedly. Now the total data set of the remaining alphabets from G to Z is 108 instances. 

Finally we have two sub words and the gesture action for each sub-word is repeated three times by 3 

subjects and now the total number of instances for the sub words is 21.Each instance contains 12 

digital data which is obtained from the inertial sensors on both hands. 

3.3. Feature Extraction 
 

The inertial sensors produces data, when the subject performs gesture action. This data includes both 

approved and unapproved gestures. From the obtained data sets an approved set of gesture must be 

selected. Min –max scaling method is applied to choose approved gestures using amplitude variations. 

The amplitude variations of inertial sensors is compared with a fixed optimal value. The amplitude 

values above the fixed optimal value is termed as approved gestures and those that falls below the 

optimal value are considered as unwanted gestures.The Indian sign language may require the use of 
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either single arm or two arms. In our paper, we experiment with both arm movements. If the system is 

deployed on two hands, it will increase the recognition accuracy. A pair of sensors is used namely 

accelerometer and gyroscope. Gyroscope sensor is placed in the forearm and the accelerometer sensor 

is placed above the wrist. 
 
3.4. Hand Orientation Classifier 
 
The hand orientation is characterized by the following two terms such as (i)in which direction the 

hand and the arm are pointing (ii) the facing of palm. The inertial sensors which includes both 

accelerometer and gyroscope is placed on the arm. Due to various hand orientation different values 

are obtained along the 3 axes inertial sensors. From the obtained values, set of approved gesture is 

chosen by feature extraction method. The average value of the approved gestures along the 3 axes 

inertial sensors reflects the hand orientation of the static and dynamic gestures. With the hand 

orientation data, three clusters are formed with the approved gesture sets. In this work we initiate 

improved K means clustering algorithm for grouping the clusters. Distance probability classifier 

technique is used for finding the accuracy of the gestures. 

 

3.5 Classification Results 

 

The data from the signer is exposed to classification. The static and dynamic gestures are classified 

separately using distance probability classifier algorithm to obtain accuracy. In our work the accuracy 

is calculated for all the approved gestures using improved form of k means grouping algorithm and 

finally the mean value of the accuracies is calculated. With this distance probability technique the 

overall exactness achieved for static gestures is 96.55% and 76.8% for dynamic gestures. ISL 

recognition using inertial sensors are more convenient for application than the vision based method 

 

4. EXPERIMENTAL RESULTS 

 

The gesture action for the Indian sign language alphabets is shown in Figure3. Two different 

experiments are performed to assess the system that is data collected from the same subject and from 

the different subjects. The collected data from the two different experiments are put together. These 

experiments produce two data forms such as training data set and testing data set. The hardware 

module can be tested both online and offline. In this paper, we concentrate only on offline tests. From 

that, we evaluate the accuracy of the gesture recognition 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Figure.3. Indian Sign Language Alphabets 
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4.1.Feature Extraction 

 

Feature extraction provides a way to select the appropriate feature subset for certain tasks from the 

well established features. It reduces over fitting problems and information redundancy existing in the 

feature set. There are three different feature selection methods, which are filter methods, wrapper 

methods and embedded methods [12].Wrapper methods weighs each feature subset based on a 

specific predictive model.  

 
  
 
 
 
 
 
 
 

                      Fig(a) 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig(b) 
 

Fig.4.(a &b). Feature Extraction 
results in Left and right  gyroscope 

 
 
 

 
 
 
 
 
 
 
 
 

 
 
 
 

Fig(c) 
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Fig(d) 
  

 
Fig.5.(c & d)Feature Extraction results in right and left  accelerometer 

 

Then cross validation is done for each feature subset. Based on the calculation each subset is assigned 
a weight and the best subset is chosen. Filter methods use general measurements metrics for weighing 
the feature. The embedded methods perform the feature set selection in conjunction with the model 
construction. 
 
In our work, the digital data of gestures is obtained from the hyper terminal of the hardware module. 
The gestures are subjected to Min –max scaling method which is used for approving the gestures with 
respect to amplitude variations. The amplitude variations of inertial sensors is compared with a 
threshold value. The amplitude values above the threshold is termed as approved gestures and those 
that falls below the threshold are considered as useless gesture.  Feature extraction results using Min –
max scaling method of left and right gyroscopes and left and right accelerometers are shown in 
figure.4 and figure.5 respectively. 
   

When each subject starts to perform the gesture, the amplitude of the sensors begins to vary from 

lower level to higher level. We monitor the variation of the digital data with respect to the gesture. 

When each subject performs the gestures repeatedly the values are noted manually, from that the 

optimal range of the data is found. That optimal range of the data is considered as selected feature. 

We have different value of optimal range for accelerometer and gyroscope. Among 204 features, 102 

features are selected with respect to the optimal range of the data set. Based upon this range, graph for 

accelerometer and gyroscope is plotted and is shown in the above results figure.4 & figure.5 .Figure 4 

shows extracted feature values of left and right gyroscope. gx, gy, gz are the gyroscope values along x 

,y and z axis respectively. Figure 5 shows the selected feature values of accelerometer and ax, ay, az 

indicates the accelerometer values along the x, y and z axis. Accuracy of the gesture depends on the 

best feature. From the obtained values, set of approved gesture is chosen by means of feature 

extraction. The average value of the approved gestures along the 3 axes inertial sensors reflects the 

hand orientation of the static and dynamic gestures. With the hand orientation data we form three 

clusters from the approved gesture sets. In this work we initiate improved K means grouping 

algorithm for assembling the clusters. We use distance probability classifier technique for finding the 

accuracy of the gestures  
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Fig.6.Cluster graph after applying improved k-means algorithm 

 

4.2. Improved K-means algorithm 

 

 K–means algorithm can be done without any supervision. It is recognized for its plainness and its 

ability to solve clustering inconvenience. Here we establish a well improved form of k means 

algorithm. The main initiative behind k means algorithm is to obtain k centroids where each cluster 

denotes a class of related hand orientation. In this approach we assign the number of centroids as k= 3 

for the hand orientation classifier. For developing clusters, a random hand orientation classification of 

approved gestures is implemented. The centroids are positioned in a scheming manner. Different 

arrangement of centroids causes dissimilar results. The centroids are positioned at larger distance 

from each other. Once the centroids are positioned, each dot in the incoming gesture action is matched 

with its nearest centroid. First stage in this algorithm involves in matching all the points in the data 

set. After comparing all the points, centroids values are re-calculated. Now, the points in the data set 

are matched with their neighbouring centroid counterparts. This process is an iterative process and it 

continues till the centroids do not displace. For minimising the error an objective function used is 

given as 

  J =  2             (1) 

Where,  xi  is Data points  ,  Cj   is Clusters,  J  is Objective function 

The algorithm is composed of following steps 

1. K points are positioned in space where the  objects  are being clustered points denote  the initial 

centroid groups. 

2. Objects are allotted for the centroids that are closely related. 

3. The positions of the k centrois is calculated again once the objects are allotted. 

Repeat the steps 2 & 3 until the centroids cannot be relocated. Our approach offers high accuracy by 

reducing the dataset dimensionality using the mean value. Initially the gesture data has 12 

components that include 6 components from gyroscope and 6 components from accelerometer. 

These 12 components are reduced to 2 components.As per this algorithms for static gesture initially 
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we set k=3 it means that the gesture data is separated equally into three different groups. By 

separating the dataset equally in the clusters produces high accuracy in recognition. The centroids 

are selected aimlessly and the process is repeated until the centroids  cannot change its position. 

Finally the 26 alphabets are separated in to three clusters using their distance. This is shown in figure 

6. 

 

Cluster  0  →(A,B,C,D,E,F,G,H,I) – 09 

 Cluster 1  →(K,M,N,O,R,S,X,Y,Z) – 09 

 Cluster 2   →(J,L,P,Q,T,U,V,W)   – 08 

The algorithm k-means is very efficient, The processing time of this algorithm is less [15]. Figure.6 

shows that clustering graph after applying improved k-means clustering algorithm. For sub words 

recognition, initially we set two major clusters representing the two different orientation and four 

minor clusters denoting the phases of the gestures. With cluster formation the observed data is 

separated. 

 

4.3 Classification Results 
 
In this approach, the distance probability classifier is introduced to measure the minimum distance. 

With the measured minimum distance, the gestures are classified. Classifying the gestures makes the 
accuracy of recognition more simple. The classifier is trained and tested with data from the same 
subject.  

 

The data set includes 26 Alphabets and 2 sub words. Alphabets gestures are considered as static and 

sub-words gestures are considered as dynamic . The first step involves in capturing the gesture action  

using the accelerometer and gyroscope. From the hardware we obtain the  digital data, then it is 

exposed to improved k-means algorithm  in the classifier and the recognized gesture  accurateness is 

evaluated. 

 

After feature extraction 108 features are selected for alphabets and 21 features are selected for 

subwords from every subject. Among the 108 features of alphabets and 21 features of sub words, 80% 

of features is considered as training data and 20% of features is considered as testing data. Using 

training data the classifier is trained initially; once the classifier is trained using the testing data the 

accuracy is found. In this paper, we involve in concentrating on offline testing data. The accuracy for 

every alphabet is found separately. Various subjects are involved in gesture action, therefore various 

hand shapes and orientations are obtained. Overall accuracy is calculated by mean value of individual 

accuracies. 

 

Classification of dynamic gestures is difficult compared with the static gesture. Because each dynamic 

gesture has different phase. In this work we use two sub words and each subword contains four phases 

namely the starting phase , gesture-1, gesture-2 and the ending phase with respect to the different 

subwords. These phases vary ,so the recognition of subwords is a challenging task. 

 

The overall accuracy obtained in our approach is 96.55% for static gesture and 74.6% for dynamic 

gesture. Table.1. Shows the recognition accuracy of alphabets A to F   by each subject. Similarly 

Table.2 shows the recognition accuracy for alphabets G to Z. The recognition accuracy for Two sub 

words performed by three different subjects shown in Table.3 
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Table.1. Recognition results of across 8 subjects ( A to F) 

 
 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Table.2. Recognition results of across 3 subjects  (G to O)
 

 

 

                                                         

Table.3. Recognition results of across 3 subjects  (P to Z) 

 

 A B C D E F 

Subject  1 

 

96.24 

93.13 93.83 92.96 

93.0

5 88.615 

Subject 2 

 

97.79 

95.68 94.27 95.34 

91.9

1 91.02 

Subject 3 

 95.79 95.06 93.86 94.31 

92.2

9 71.37 

Subject  4 

 95.13 96.42 92.35 98.03 

96.2

2 94.39 

Subject  5 

 93.41 94.99 91.54 98.04 

94.4

4 89.3 

Subject 6 

 97.96 94.36 97.65 92.51 

93.4

4 93.21 

Subject 7 

 95.95 96.23 97.44 93.57 

91.3

4 92.72 

Subject 8 

 95.79 93.13 93.83 92.96 

93.0

5 86.25 

Over all     

accuracy 96.04 

 

95.12 

 

94.42 

 

94.97 

 

93.2

4 

 

88.66 

 

 G H I J K L M N O 

Subject  

1 

 95.75 97.7 

95.9

7 

98.4

3 

98.1

2 

 

95.4

9 

99.0

6 

99.1

5 99.15 

Subject 

2 

 95.06 

98.3

7 

96.3

5 

94.2

5 

98.1

9 

98.2

8 

98.0

4 

99.2

6 98.37 

Subject 

3 87.13 

96.1

9 

96.1

9 

96.1

6 

95.2

6 

92.2

9 

97.6

3 

99.2

3 96.19 

Over all 

accuracy 

92.65 

 

97.4

2 

 

96.1

7 

 

96.2

8 

 

97.1

9 

 

95.3

5 

 

 

98.2

4 

 

 

99.2

1 

 

 

97.9 
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Table.4.Recognition results of across 3 subjects (2 sub words) 

 

 

 

 

 

 

 

 

Figure.7.Shows that the Classification results for the static gesture from A to F. First we experiment 

with static gestures  from A to F as a result 8 observed data is captured from 8 subjects,  improved k-

means algorithm is used for classification and the overall recognition accuracy obtained from (A to F) 

is 93.74% in  off-line testing .Figure.8. Shows the classification results for the static gestures (G to Z). 

the observed gestures from G to Z is experimented , now  3 observed data is captured from 8 subjects. 

Comparing with previous case  this time we have fewer features set for training. The same algorithm 

used here for classification, the overall recognition accuracy from G to Z is 97.77%. 

  

 

 

 

 

 

 

 

 

 

 
 

Figure.7.Classification results for the static gesture(A to F) 

 

 

 

 

 

 

 

 P Q R S T U V W X Y Z 

Subject  

1 

 

98.6

1 98.13 

98.2

3 98.4 

98.9

6 98.4 

98.7

1 

98.6

1 99.47 

98.7

2 

98.3

1 

Subject 2 

 

97.2

8 99.29 

97.2

8 

98.2

5 

99.5

6 

96.6

4 

98.4

7 

98.4

9 97.61 

98.7

3 

99.4

7 

Subject 3 

 

95.9

7 98.73 

98.4

6 97.6 89.8 

96.5

7 

98.5

7 

97.0

2 98.09 97.4 

98.6

8 

Over all 

accuracy 

 

 

97.2

8 

 

98.72 

 

97.9

9 

98.0

8 

 

96.1

1 

 

97.2

0 

 

98.5

8 

 

98.0

4 

 

98.39 

 

 

98.2

8 

 

 

98.8

2 

 

 Monday Tuesday 

Subject  1 80.9 82.28 

Subject 2 74.2 80.67 

Subject 3 62.4 78.44 

Over all accuracy 72.5 80.46 



European Journal of Molecular & Clinical Medicine 
  ISSN 2515-8260               Volume 7, Issue 11, 2020 

 

2638 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure.8.Classification results for the static gesture (G to Z) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure.9.Overall Accuracy from (A to Z) 

 

 

 

 

 

 

 

 

 

 

 
 

   

 

 

 
Figure.10.Classification results for the subwords 
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Figure.11. Subwords overall accuracy 

 

 

Figure.9.Shows  the overall  recognition accuracies from (A to Z). The over-all static gesture accuracy  

obtained is 95.75%. Apart from that two sub-words which are the dynamic gestures are also tested.     

Capturing dynamic gesture is very difficult because the gesturing action is continuously moving in 

case of dynamic. Four-phases for every gesture is considered namely the start point, action 1, action 2 

and the endpoint. With these four phases, the accuracy of dynamic gestures is obtained. The improved 

k-means algorithm is used for classification and the overall accuracy obtained for two sub-words is 

76.48%  is revealed in figure.10 and figure.11 
 

 

5. CONCLUSION  

 

This paper explored the first study of ISL recognition fusing gyroscope and accelerometer with 

hardware module. Experimental results on the classification of 26 ISL Alphabets and 2 ISL Sub 

words show that the proposed framework is effective to merge accelerometer and gyroscope 

information, with the average accuracies of 96.55% for ISL alphabets and 76.48% for two ISL sub 

words. Improved k-means algorithm is used to obtain the accuracies. As per our study it is concluded 

that the static gestures are recognized effectively by the hand orientation and improved k-means 

classifier than the continuous gestures. The accuracies for eight different subjects are achieved  by 

testing offline data.  

 

 

6. FUTURE SCOPE 

 

This study explored 26 alphabets and  2 sub-words in Indian sign language. High accuracy is achieved 

for static gestures and this work is continued for improving dynamic gestures accuracy with more 

number of subjects. 

 

List of Abbreviations: 

 

SLR – Sign Language Recognition 

ISL – Indian Sign Language 

IMU – Inertial Measurement Unit 
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