Detection of abnormality in CCTV Footage: Computer Vision
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Abstract
Our project aims at detecting any abnormal behaviour in CCTV footage to solve many accidents, crimes, security issues, etc. CCTV footage gives the best information to detect any real-time abnormal behaviour and hence the CCTV footage is incorporated in the proposed project. Dataset is prepared by adding abnormalities by the use of Gaussian blur/noise, to replace the training set of normal images with abnormal images and to make sure that there is no bias in the dataset. To get better performance from our dataset, feature normalization is harnessed. Moreover, we used a Convolutional Neural Network (CNN) as our model to convolute and predict the images in our dataset, which achieves better performance than any other neural network existing today. The proposed neural network performs optimization based on Nadam and the experimental outcomes show that the proposed neural network offers superior results compared to that of its peers. Therefore, it has been observed that the proposed neural network obtains better accuracy than conventional neural networks.

1. Introduction
Now almost every video camera is prominently used for surveillance in areas that may need monitoring for security purposes. For this purpose we use closed-circuit Television (CCTV) but as we observe in day to day life the footage from the CCTV cameras goes unscanned as there is lots of data to be parsed. We propose that by the use of detection of abnormality in CCTV footage in real-time we can solve many security issues, accidents, crimes, etc which are not observed by man and which require attention in any case of emergency.

In this project, we develop an optimized neural network that takes grey-scale images from the footage of CCTV as inputs and outputs a prediction of abnormality in a binary form, inspired from (20, 21). Furthermore, this trained model can be used in various real-world applications for the detection of abnormality. Therefore, the trained model only provides the classification of abnormality in the footage but does not tell about the part of the image that contains abnormality.

2. Related Work
We take artistry from Ler’s and Decker’s paper Exploration of Anomaly detection through CCTV Cameras: Computer Vision (1) by utilizing the image processing techniques for creating random noises and blurs on the images of the CCTV footage to create the class of abnormality. These image processing techniques are used to create the class of abnormality which is not present in the dataset employed. To create the abnormalities in the image, Ler et al use the technique of adding abnormalities randomly by choosing half of the frames to have abnormalities added to them. Specifically, they have added the Gaussian noise/blur with 1/2 probability to each of the images they have used for training. One novelty in the Ler et al is that the adding of Gaussian blur/noise to make the class of abnormality. Although the saliency (see equation (8) of (7)) detection method is not used in this project, it could be the most important incorporation for better projects.

To create abnormalities in the training set, we use a similar method as adding Gaussian blur/noise with different parameters with the same probability ratio as described in Wilson Ler, Sean Decker’s paper “Exploration of Anomaly Detection through CCTV cameras: Computer Vision” (1). Some statistics were...
analyzed from (5) to detect abnormalities in densely crowded scenes. More detailed survey of detection of abnormality can be found in (13,14).

To explain the results obtained from our model we can use different evaluation metrics of a neural network. The suggested model is validated on the standard dataset, and the experimental results indicate that the model has better results than its competent models.

3. Dataset and Features

Our model of the neural network is constructed on UC San Diego’s Statistical Visual Computing Lab’s UCSD Anomaly Detection Dataset Peds1 (2). This dataset of CCTV footage is acquired with a stationary camera mounted at an elevation above pedestrian walkways. From the study of crowd behaviour (4), the crowd density in this footage is irregular which varies from densely to sparsely crowded. The sparsity of the crowd can be measured by Kullback-Liebler (KL) divergence (6) for a clearer picture. And in the dataset, the abnormalities are due to the non-pedestrians on the pathway, which include skaters, bikers, people walking in the grass that surrounds the pathway, and golf carts.

![Example images of abnormalities from the clips of UCSD Anomaly Detection Dataset.](image1)

**Figure 1.** Example images of abnormalities from the clips of UCSD Anomaly Detection Dataset. The Image consists of a golf cart on the pathway.

![Image consists of a biker in between the pedestrians on the pathway.](image2)

**Figure 2.** Image consists of a biker in between the pedestrians on the pathway.

![Example of a normal image from the clips of UCSD Anomaly Detection Dataset.](image3)

**Figure 3.** Example of a normal image from the clips of UCSD Anomaly Detection Dataset.

Coming to the description of the dataset. It is already well organized into training and testing sets, where the training set consists of 34 video samples, and the testing set consists of 36 video samples, with each of
200 grayscale and no alpha channel tiff images in series. The video samples present in the training set do not contain any abnormality. Moreover, most of the video samples present in the testing set contain abnormality at some subset of a sample. The testing set contains labels with appropriate frames as either normal or abnormal.

### 3.1 Data Preparation

As the training set comprises only the class of normal images, there is a need to create an abnormality for training our model. To create abnormalities in the training set we randomly add Gaussian noise/blur with a probability of 1/2 to each of the images in half of the training set. We choose the size of the window of Gaussian blur/noise to be 50x50 pixels as it replicates the size of a golf cart in the image which is the maximum possible size of an abnormality. An Example of adding gaussian blur/noise is given in Fig3.

![Image](https://example.com/image1.png)

**Figure 3.** Example of adding gaussian blur/noise to a training image.

### 3.2 Feature Normalization

Almost everywhere to get a better classification performance, there is a need for normalization of features known as Min-Max scaling. The feature X is normalized to Xn using the formula:

$$X_n = \frac{X - X_{\text{min}}}{X_{\text{max}} - X_{\text{min}}}$$

Where, Xmax and Xmin are the maximum and minimum values of the features respectively.

### 4. Classification

The model we have concentrated on is a convolutional neural network (CNN) inspired from (8,24), which is majorly used to extract features from the images and predict. This neural network architecture is motivated by (3,9,10). Each layer in a neural network is the addition and multiplication of weights and biases learned to give an output when provided input. Our convolutional neural network consists of two sets of convolution layers with an and a max pool layer, with the first convolution layer comprising 1 to 1 layer to maintain most of the features to the next layer and followed by a max pool window of 2x2. The second convolution layer convolves input with a 3x3 polynomial. The last three of the network are all dense layers with activation functions and biases. This is also a memory efficient implementation inspired from the architecture in (25). Our CNN model can be expressed as in Fig 4.

![Image](https://example.com/image2.png)

**Figure 4.** Example of a training image that had two squares (50x50) of error added to it, one of blur and one of noise.
Fig4: The complete description of our convolution neural network with the number of parameters at every layer.

The convolution layer makes the process of feature extraction from the images provided but as to say that the convolution process is mathematically complex and the formula is given as:

\[(f * g)(t) \overset{\text{def}}{=} \int_{-\infty}^{\infty} f(\tau) g(t - \tau) \, d\tau\]

The most prominent thing in our model is the use of ReLu as an activation function in the layers of convolution and dense. The formula is:

\[R(z) = \max(0,z)\]

As the weights are not initialized initially, the weights are being learned in the neural network by the process of backpropagation. This approach has also helped to generate better results in different applications(15).

5. Experimental Results and Comparisons

The experiments are carried out on a PC with 16 GB of RAM, 2.8GHz Core-i7 processor and NVIDIA GTX 1060 GPU 3GB running on windows 10 operating system. The proposed neural network is emulated in Tensor flow.

The important attribute of the abnormality detection is that the normal and abnormal images are equal in number as the normal images were converted to abnormal images using Gaussian blur/noise and as there is an equal amount of normal and abnormal images, we will focus on the accuracy of the model of how good it predicts a given image. Although the frames present in the video sample are predicted and not the entire video sample, which leads to a frame-wise prediction process. We utilized the accuracy metric in our neural network because it is the ratio of correct prediction to the total number of predictions. The simple formula of accuracy is given as:

\[\text{Accuracy} = \frac{TP+TN}{TP+TN+FP+FN}\]

The settings for the inputs and outputs for our neural network is shown in the Table 1.

<table>
<thead>
<tr>
<th>Total number of images (14000)</th>
<th>Training images/frames (6800)</th>
<th>Testing images/frames (7200)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>Abnormal</td>
<td>Normal</td>
</tr>
<tr>
<td>7000</td>
<td>7000</td>
<td>3400</td>
</tr>
</tbody>
</table>

Table .1 Settings of Inputs and Outputs for our ‘Dataset’ (2)

So in this work, we consider Normal and abnormal classes as positive and negative classes. After the normalization process, our neural network is compiled with ‘Nadam’, it is a momentum-based optimizer and it performs better than a conventional optimizer. ‘binary cross-entropy’ is used as the loss function and is the most useful parameter in the case of binary classification. Moreover, the learning rate is set to 0.01, which is typical for a neural network and momentum-based optimizers.
The improvement of classification accuracy was achieved from (11, 12).

6. Results and Comparisons

Our convolutional neural network was able to converge in around 10 epochs and the training accuracy achieved is around 88%. The detailed description of the Training is shown in Fig5.

Fig5: The description of training of our convolution neural network with loss and accuracy values at every epoch.

With our neural network trained, we have tested it on a set of test video samples of around 7200 frames, then we have achieved testing loss and accuracy as:

2ms/sample - loss: 0.5473 - accuracy: 0.8800

And on the empirical basis, we say that the accuracy reduces as we increase the size of our testing dataset. Although on a holistic view, our model or neural network is trained without any bias towards a class examples used in training or testing, it performs poorly on the biased dataset. From the table1 we see that there is no bias in the training and testing datasets. Also, there could be few changes to be done for generalizing the model or neural network.

If we compare our neural network with that of Wilson Ler, Sean Decker’s paper “Exploration of Anomaly Detection through CCTV cameras: Computer Vision”(1) we can see that they failed to predict false negatives and so the model is biased. And also their testing accuracy of the network on 10000 images is 48% which is less compared to our model where the testing accuracy on 7200 images is 88%. This proves that our model performs efficiently than existing models for the purpose of abnormality detection. To conjecture that the model is able to perfectly identify unbiased dataset. Also, we could identify that the model fails to predict the anomalies which are very much less than the size of a golf cart, and by decreasing the size of the window of Gaussian blur/noise our model does not give satisfactory results.

7. Conclusion

This project proposes an efficient model to predict the abnormalities in a frame of CCTV footage. The convolutional neural network (model) does a feature extraction process and a prediction process. But the normalization is done prior to the prediction manually by using the given formula. The classification accuracy of Dataset (2) is 88%.

In future works, we could make our model better by using RGB images in our training and testing sets. Also by having a huge amount of dataset with an equal amount of class examples and by preventing the use of the addition of abnormalities by the use of Gaussian blur/noise. As another possibility, auto encoders (17),(16) and variants of auto encoders(18),(19) can also be used in place of CNNs. From our observation, we can also use our model in the fields of medical imaging to detect abnormalities in the scanned images. The CT(Computed Tomography) and MRI(Magnetic Resonance Imaging) scans are also low-resolution images of gray-scale. Therefore, there is a possibility of utilizing our model for CT and MRI scans dataset for the betterment of the prediction of medical images or scans.
Mobile-based Active Authentication (22,23) is another field of binary classification which is gaining interest recently.
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